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Abstract— Business Intelligence (BI) are the set of strategies, processes, applications, data, technologies and technical 
architectures which are used to support the collection, data analysis, presentation and dissemination of business infor-
mation. BI technologies provide historical, current and predictive views of business operations. Common functions of busi-
ness intelligence technologies are reporting, online analytical processing, analytics, data mining, process mining, complex 
event processing, business performance management, benchmarking, text mining, predictive analytics and prescriptive ana-
lytics and are capable of handling large amounts of structured and sometimes unstructured data to help identify, develop and 
otherwise create new strategic business opportunities. The goal is to allow for the easy interpretation of these big data. 

   Index Terms— Data Mining, Business Intelligence, Process Mining.   

——————————      —————————— 
 
1. Introduction to Business Intelligence 

 
Business Intelligence is a framework activity related 

to data mining that includes different applications, infra-
structure and tools, and best practices that enable access to 
data analysis and information to improve and optimize 
decisions and performance [1]. 

Business intelligence combines a broad set of data 
analysis applications, including ad hoc analysis and query-
ing, enterprise reporting, online analytical processing 
(OLAP)[2], mobile BI, real-time BI, operational BI, cloud 
and software as a service BI, open source BI, collaborative 
BI and location intelligence. BI applications can be bought 
separately from different vendors or as part of a unified BI 
platform from a single vendor. 
Sporadic usage of the term business intelligence dates back 
as an umbrella category for applying data analysis tech-
niques to support business decision-making processes 
[5][6]. What came to be known as BI technologies evolved 
from earlier, often mainframe-based analytical systems, 
such as decision support systems and executive infor-
mation systems? Business intelligence is sometimes used 
interchangeably with business analytics; in other cases, 
business analytics is used either more narrowly to refer to 
advanced data analytics or more broadly to include both BI 
and advanced analytics [7]. 
 

Identifying new opportunities and implementing 
an effective strategy based on insights can provide busi-
nesses with a competitive market advantage and long-term 
stability. Predicting student’s performance becomes more 
challenging due to the large volume of data in educational 
databases. Currently in Malaysia, the lack of existing sys-
tem to analyze and monitor the student progress and per-
formance is not being addressed. 

 

There are two main reasons of why this is happening. 
First, the study on existing prediction methods is still in-
sufficient to identify the most suitable methods for predict-
ing the performance of students in Malaysian institutions. 
Second is due to the lack of investigations on the factors 
affecting student’s achievements in particular courses 
within Malaysian context. Therefore, a systematical litera-
ture review on predicting student performance by using 
data mining techniques is proposed to improve student’s 
achievements.  

The main objective of this paper is to provide an over-
view on the data mining techniques that have been used to 
predict student’s performance. This paper also focuses on 
how the prediction algorithm can be used to identify the 
most important attributes in a student’s data. We could 
actually improve student’s achievement and success more 
effectively in an efficient way using educational data min-
ing techniques. It could bring the benefits and impacts to 
students, educators and academic institutions. 

 
BI solution technology consists of three primary components:  

• Data integration technology (Extract, transform, 
load) represents software that is used to analyze 
sources data, cleanup any data quality problem 
and transfer data in real time. 

• Data warehouse Repositories (strategic & opera-
tional) represents the computer’s hardware where 
extracted data is stored.  

• BI tools – represents software tools that are used 
to model and analyze data to support better deci-
sions. 

 
Various application area of BI that can be used in mining the 
data like:  

1. Analyzing the students behavior 
2. Tracking the various systems 
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3. Financial planning of budget 
4. Optimization of the processes 
5. Web analytics 
6. E-Commerce applications 
7. Risk analysis 
8. Relationship with customers and managing them 

etc. 
 
BI basic elements include the following: 
 
  
  
 
 
 
 
    
 
 
 
 
Figure1: Components of Business Intelligence. 
 
The functions and roles typically associated with the develop-
ment of BI applications include the following:  
 

• Target decisions: Identify the key business deci-
sions for which BI is needed.  
• Target data sources: Identify data sources that can 
provide the source data needed. 
• Extract, transform and load source data: Analyze 
the source data to determine requirements for extracting, 
transforming and transferring data for subsequent ana-
lytics in real time.  
• Decision support modeling: Develop the logic, 
models and display formats by which the source data 
can be analyzed, mined, correlated, mapped, displayed 
and reported.  
• Analysis and reporting: Develop the actual re-
ports, queries, graphs, dashboards, or scoreboards to be 
used analyze and display or report the data in the data 
warehouse. 

 
2.  Next Generation Business Intelligence Applica-
tion Development Technologies    
             (NGBIADT) 
 
Enterprises today are dealing with Next-generation Busi-
ness Intelligence offerings, enable insights driven methods 
[4]. The cutting-edge technologies for advanced analytics 
are also becoming a challenge future in the areas of data 
mining.  
 
These include the following the themes: 

1. Customer Insights 
2. Data monetization 
3. Operational efficiency 

4. Risk management and planning 
In order to solve these themes related to data analytics, the 
developer should undergo the tedious process involved in 
the areas of data mining, which can be applied through 
code blocks[8][10]. lots of technologies were invented to 
improve the evaluation performance of any category of 
data to be analyzed. Business Intelligence is to get proper 
knowledge to make intelligent decisions but most BI sys-
tems are partial or local, which lack systematic information 
compilation and processing therefore compilation of extra 
information can lead to information and knowledge excess 
which make business intelligence difficult. Usually the 
business intelligence software scale is massive; Developing 
Business Intelligence Framework to Automate Data Map-
ping, Validation, and Data Loading from User Application, 
maintenance cycle is long, and costly. It is difficult for the 
small and medium-size companies to develop BI system.  
 

The problem is with data model blueprints and on-
tology style that face amalgamation of business intelli-
gence systems based on different data sources and struc-
ture. Integration framework for business intelligence sys-
tem (BIS) and services resources based-ontology is pro-
posed as well as data model prototypes and ontology 
method which can resolve the different data sources and 
structures integration dilemma. BIS assimilation based on 
ontology is the central part of the architecture is the reposi-
tory; this stores configuration information about the IT 
infrastructure, the metadata for all applications, projects, 
scenarios, and execution logs. Repositories can be installed 
on an OLTP rational database. This metadata is stored in a 
centralized metadata repository.  
 

There is only one master repository, which holds the 
following information:  
1) Safety information together with users, profiles and ac-
cess privileges for the data integration units. 
2) Topology information together with technologies, defi-
nitions of servers and schemas, contexts and languages. 
3) Old edition of objects. The information controlled in the 
master repository is maintained with Topology Manager 
and Security Manager. 
 
3.    Techniques Used 
 
 Generally, data mining (sometimes called data or 
knowledge discovery) is the process of analyzing data 
from different perspectives and summarizing it into useful 
information [9]. Data mining software is one of a number 
of analytical tools for analyzing data. It allows users to 
analyze data from many different dimensions or angles, 
categorize it, and summarize the relationships identified. 
Technically, data mining is the process of finding correla-
tions or patterns among dozens of fields in large relational 
databases. Data mining is also defined as technique used 
in extracting useful information from a large database. 
There are many data mining techniques like classification, 

Access 
Data 

Business 
Intelligence 

Storing 
Data 

Gathering 
Data 

Analyz-
ing Data 
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regression, clustering. Recently, data mining is used in ed-
ucational area. It is known as Educational Data Mining 
(EDM). Mainly to predict student performance we use 
classification and regression techniques. 
 

1. Classification 
2. Regression 

 
 
 

1. Classification 
 

Classification is a data mining function that assigns items 
in a collection to target categories or classes. The goal of 
classification is to accurately predict the target class for 
each case in the data. For example, a classification model 
could be used to identify loan applicants as low, medium, 
or high credit risks. A classification task begins with a data 
set in which the class assignments are known. Classifica-
tions are discrete and do not imply order[11]. Continuous, 
floating-point values would indicate a numerical, rather 
than a categorical, target. A predictive model with a nu-
merical target uses a regression algorithm, not a classifica-
tion algorithm. 
The simplest type of classification problem is binary classi-
fication. In binary classification, the target attribute has 
only two possible values. Classification models are tested 
by comparing the predicted values to known target values 
in a set of test data. The historical data for a classification 
project is typically divided into two data sets: one for 
building the model; the other for testing the model. 
As classification is used for prediction. There are many 
algorithms used to predict the things which we require. 
Algorithms used are Decision tree [12], Artificial Neural 
Networks, Naive Bayes, K-Nearest Neighbor and Support 
Vector Machine. Each algorithm has its own prerequisites 
and also they give accurate results. 
 
Classification and Prediction Issues: 
 

The major issue is preparing the data for Classification and 
Prediction. Preparing the data involves the following activities:  
Data Cleaning: Data cleaning involves removing the noise 
and treatment of missing values. The noise is removed by 
applying smoothing techniques and the problem of miss-
ing values is solved by replacing a missing value with 
most commonly occurring value for that attribute. 
Relevance Analysis: Database may also have the irrele-
vant attributes. Correlation analysis is used to know 
whether any two given attributes are related. 
Data Transformation and reduction: The data can be 
transformed by any of the following methods. 
Normalization: The data is transformed using normaliza-
tion. Normalization involves scaling all values for given 
attribute in order to make them fall within a small speci-
fied range. Normalization is used when in the learning 

step, the neural networks or the methods involving meas-
urements are used. 
Generalization: The data can also be transformed by gen-
eralizing it to the higher concept. For this purpose we can 
use the concept hierarchies. 
Data can also be reduced by some other methods such as 
wavelet transformation, binning, histogram analysis, and 
clustering. 
 
Comparison of Classification and Prediction Methods: 
 
Criteria for comparing the methods of Classification and Predic-
tion is as listed below: 
 

1. Accuracy: Accuracy of classifier refers to the abil-
ity of classifier. It predicts the class label correctly 
and the accuracy of the predictor refers to how 
well a given predictor can guess the value of pre-
dicted attribute for a new data. 

2. Speed: This refers to the computational cost in 
generating and using the classifier or predictor. 

3. Robustness: It refers to the ability of classifier or 
predictor to make correct predictions from given 
noisy data. 

4. Scalability: Scalability refers to the ability to con-
struct the classifier or predictor efficiently; given 
large amount of data. 

5. Interpretability: It refers to what extent the classi-
fier or predictor understands. 

 
Classification Sample Example: 
  

 
 
4.   Algorithms Classified 
 

1. Decision Tree 
2. Neural Network 
3. Naive Bayes 
4. K-Nearest Neighbor 
5. Support Vector Machine 

 
Decision Tree 
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Decision Tree is one of a popular technique for prediction. 
Most of researchers have used this technique because of its 
simplicity and comprehensibility to uncover small or large 
data structure and predict the value. Rome roet al. said 
that the decision tree models are easily understood be-
cause of their reasoning process and can be directly con-
verted into set of IF-THEN rules. There are approximately 
ten papers that have used Decision Tree as their method to 
evaluate students’ performance. Examples of previous 
studies using Decision Tree method are predicting drop 
out features of student’s data for academic performance, 
predicting third semester performance of MCA students 
and also predicting the suitable career for a student 
through their behavioral patterns. The students’ perfor-
mance evaluation is based on features extracted from 
logged data in an education web-based system. The exam-
ples of dataset are student’s final grades, final cumulative 
grade point average (CGPA) and marks obtained in par-
ticular courses. All this datasets were studied and ana-
lyzed to find out the main attributes or factors that may 
affects the students’ performance. Then, the suitable data 
mining algorithm will be investigated to predict students’ 
performance. Mayilvaganan and Kapalna devi, have com-
pared the classification techniques for predicting students’ 
performance in their study. Meanwhile, Gray et al.  Inves-
tigated the accuracy of classification models to predict 
learner’s progression in tertiary education. 
 
 
Sample Decision Tree_1: 
 

 
 
 
Sample Decision Tree_2: 
 
 

 
Neural Network 
 
Neural network is another popular technique used in edu-
cational data mining. The advantage of neural network is 
that it has the ability to detect all possible interactions be-
tween predictors variables .Neural network could also do a 
complete detection without having any doubt even in 
complex nonlinear relationship between dependent and 
independent variables. Therefore, neural network tech-
nique is selected as one of the best prediction method. 
Through the meta-analysis study, eight papers have been 
published using Neural Network method. The papers pre-
sent an Artificial Neural Network model to predict stu-
dents’ performance [13]. The attributes analyzed by Neural 
Network are admission data, student’s attitude towards 
self-regulated learning and academic performance. The 
rest are same papers in addition with Decision Tree meth-
od where researchers have used both techniques to com-
pare which one is the best prediction method for analyzing 
students’ performance. 
 
 
 
Naive Bayes 
 
Naive Bayes algorithm is also an option for researchers to 
make a prediction. Among thirty papers, there are four 
papers that have used Naive Bayes algorithms to estimate 
student’s performance. The objective of all these four  pa-
pers is to find the most effective prediction technique [12] 
in predicting student’s performance by making compari-
sons. Their research showed that Naive Bayes has used all 
of attributes contained in the data. Then, it analyzed each 
one of them to show the importance and independency of 
each attributes. 
 
K Nearest Neighbor 
 
As depicts in Table 5, all three papers studied in this re-
search showed that K-Nearest Neighbor gave the best per-
formance with the good accuracy. According to Bigdoli et 
al. (2003), K-Nearest Neighbor method had taken less time 
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to identify the students’ performance as a slow learner, 
average learner, good learner and excellent learner. K-
Nearest Neighbor gives a good accuracy in estimating the 
detailed pattern for learner’s progression in tertiary educa-
tion. 
 
Support Vector Machine 
 
Support Vector Machine is a supervised learning method 
used for classification. There are three papers that have 
used Support Vector Machine as their method to predict 
students’ performance. Hamalainen et al.  had chosen 
Support Vector Machine as their prediction technique be-
cause it suited well in small datasets [10]. Sembiring et al. 
stated that Support Vector Machine has a good generaliza-
tion ability and faster than other methods. Meanwhile, the 
study done by Gray et al  demonstrated that Support Vec-
tor Machine method [14] has acquired the highest predic-
tion accuracy in identifying students at risk of failing. It 
shows the result of prediction accuracy. 

 
2. Regression 
 
Regression is widely used for prediction and forecasting in 
field of machine learning. Focus of regression is on the 
relationship between dependent and one or more inde-
pendent variables [15][16].  

Regression is a data mining or machine learning tech-
nique used to fit an equation to a dataset. The simplest 
form of regression, linear regression, uses the formula of a 
straight line(y = mx + b) and determines the appropriate 
values for m and b to predict the value of y based upon a 
given value of x. Basically a Linear regression models are 
used to show or predict the relationship between two vari-
ables or factors. The factor that is being predicted, the fac-
tor that the equation solves for is called the dependent var-
iable. The factors that are used to predict the value of the 
dependent variable are called the independent variables. 
 
5.   Conclusion 
 
The importance to Business Intelligence and the method-
ologies towards Next Generation Business Intelligence 
Application Development Technologies has been discussed 
with its various application areas. The use of data mining 
in enrollment management is a fairly new development. 
Current data mining is done primarily on simple numeric 
and categorical data. In the future, data mining will in-
clude more complex data types.Predicting students’ per-
formance is mostly useful to help the educators and learn-
ers improving their learning and teachingprocess. This 
paper has reviewed previous studies on predicting stu-
dents’ performance with various analytical methods. Most 
of the researchers have used cumulative grade point aver-
age (CGPA) and internal assessment as data sets. While for 
prediction techniques, the classification method is fre-
quently used in educational data mining area. Under the 

classification techniques, Neural Network and Decision 
Tree are the two methods highly used by the researchers 
for predicting students’performance. In this paper, three 
supervised data mining algorithms were applied on the 
preoperative assessment data to predict success in a course 
(either passed or failed) and the performance of the learn-
ing methods were evaluated based on their predictive ac-
curacy, ease of learning and user friendly characteristics. 
The results indicate that the Naïve Bayes classifier outper-
forms in prediction decision tree and neural network 
methods. It has also been indicated that a good classifier 
model has to be both accurate and comprehensible for pro-
fessors. This study was based on traditional classroom en-
vironments, since the data mining techniques were applied 
after the data was collected. 
 
 
 
 
6.    Future Enhancement 
 
The system can be enhanced with more distinctive attrib-
utes to get more accurate results, useful to improve the 
students learning outcomes. Also, experiments could be 
done using other data mining algorithms to get a broader 
approach, and more valuable and accurate outputs. Some 
different software may be utilized while at the same time 
various factors will be used. 
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